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Abstract. Internet of Things society generates and needs to consume huge 

amounts of data in a demanding context-aware scenario. Such exponentially 

growing data sources require the use of novel processing methodologies, tech-

nologies and tools to facilitate data processing in order to detect and prevent 

situations of interest for the users in their particular context. To solve this issue, 

we propose an architecture which making use of emerging technologies and 

cloud platforms can process huge amounts of heterogeneous data and promptly 

alert users of relevant situations for a particular domain according to their con-

text. Last, but not least, we will provide a graphical tool for domain experts to 

easily model, automatically generate code and deploy the situations to be de-

tected and the actions to be taken in consequence. The proposal will be evaluat-

ed through a real case study related to air quality monitoring and lung diseases 

in collaboration with a doctor specialist on lung diseases of a public hospital. 

Keywords: Prediction, Context-awareness, Internet of Things, Event-driven 

Service-oriented Architectures. 

1 Motivation and Problem Statement 

Nowadays, society has numerous methods for consumption, production and exchange 

of huge amounts of data. This data is mainly originated in the multitude of existent 

devices and channels: social networks, smart devices such as smartphones, tablets or 

wearables, Internet of Things (IoT) devices, et cetera. Such exponentially growing 

data sources require the use of processing methodologies, and tools different from 

conventional ones in order to fast profit from the relevant information obtained. Even 

more, in the smart world [1] context awareness [2] plays a highly relevant role which 

must be taken into account when providing the information to the final recipient.  

Therefore, it is vital to be able to process such large amounts of data together with 

users’ context [3], in order to detect real-time situations of interests that are relevant 
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for a particular user, context and domain. Moreover, we have to follow real-time 

analysis not only to detect situations of interest, but also to predict them so that we 

can take necessary actions in advance to prevent user from undesirable situations.  

The problem is that, currently, an efficient integration of all the stages implied in 

this process is not provided. We can find systems to process big amounts of data in 

real time [4, 5], systems which are aware of the user’s context [6], and systems which 

apply prediction algorithms to vast amounts of data [7]. However, when trying to 

integrate all of them, we have several problems: (1) the variety of data formats re-

quired to be managed by an unique system, given the heterogeneity of the IoT sensing 

data; (2) the handicap of predicting situations of interest from such heterogeneous 

data, which is related to different domains and contexts; (3) the volume and velocity of   

this data, becoming a problem to achieve system scalability and performance gains; 

and (4) the domain experts that do not have enough technical knowledge to define 

what they need to detect or predict (the data value) with current tools. These problems 

lead us to the research challenges explained in the following section. 

2 Research challenges 

We will deal with the following research challenges: 

1. First of all, data will have to be gathered and processed in real time. As discussed 

before, the source where these data come from will be very varied — for example, 

social networks, smartphone sensors, IoT sensors, et cetera —; therefore, we will 

need a means to homogenize all these data with an appropriate structure to be used 

in the data analysis systems and an easy procedure to add new sources.  

2. Besides, we need a system which able to constantly detect the user context and to 

provide a consistent response according to real-time circumstances of a given user.  

3. Not only that, a collaborative architecture is required so that several parties can 

provide context data and relevant events to enrich the relevant available data. 

4. Suitable methodologies and tools to process and correlate huge amounts of data in 

order to detect and predict situations of interest in real time for a particular user in 

a particular domain. These should be integrated in our system architecture. It is es-

sential that the architecture is efficient and scalable [8]. 

5. Finally, domain experts should be able to easily design the situations to be detected 

and predicted in real time, as well as the actions to be taken consequently, depend-

ing on a particular set of incoming data and context information.  

3 Proposed Solution 

We envision a holistic Event-Driven Service-Oriented Architecture (ED-SOA). Such 

envisioned architecture, shown in Fig. 1, should contain the following modules: 

• Firstly, Data producers should gather data from several sources (databases, IoT 

sensors, social networks, et cetera) and send them to the data collector. 
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• Secondly, Data Collector follows the necessary transformations so that the infor-

mation received can be used in the following phases of our solution. It is an inter-

mediate layer that performs a process of homogenization since information will 

most probably be received in different formats and structures in most scenarios. 

• Thirdly, Data Processing should provide Complex Event Processing (CEP), con-

text-awareness and prediction module. Initially we bet for FIWARE [9], a Platform 

as a Service (PaaS) development tool in the cloud.  

• Fourthly, we have Data Consumers, which can be databases, end users or addition-

al endpoints which pave the way for the collaborative architecture. Such data con-

sumers communicate with the previous module through a REST interface, however 

additional protocols might be required.  

• Finally, in the bottom of Fig. 1, we can see the graphical modeling tool for pattern 

and actions definition for FIWARE. Such tool is expected to be an extension of 

MEdit4CEP [10], with the goal of easily modeling the different events and patterns 

expected in a specific application domain and being able to deploy them, automati-

cally, in the processing system that is currently running in FIWARE. 

 

 

Fig. 1. Proposed architecture 

4 Preliminary Results 

By the time being, we have implemented and tested part of the proposed architecture:  

1. The data producers integrated are databases, IoT sensors, IoT platforms and mes-

sage queues. Integrating social networks is our following step to be done here.   

2. Currently, data collector is being improved; we initially implemented such data 

collector and homogenization process through an Enterprise Service Bus (ESB); 
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however our experience, supported also with other results in the research group [3, 

11], shows that the ESB decreases the system performance.     

3. Among the different enablers existing in the FIWARE catalog, we already started 

using Orion Context Broker and Cepheus: Orion has become the brain of our ap-

plication and control all the information that the different modules receive and emit 

inside FIWARE. Cepheus is a CEP engine which will let us define the event pat-

terns to be monitored. We did not start yet working on the prediction module. 

4. In the fourth stage we included databases and mobile applications and we are 

working on the inclusion of message queues to foster the collaboration [11].  

5. The work on the domain experts graphical tool is not yet started.  

In order to test the proposed architecture, we particularized it for air quality do-

main. We have analyzed and reported air observations made around the Andalusian 

territory for several months. For this purpose we have connected the data provided 

from Andalusian air quality stations as the main data source for our system, we have 

created an Android app which monitors the user context and we have provided per-

sonalized alerts according to the sensed air quality and user context. We also meas-

ured the performance of the system and even though the system was clearly efficient 

for the case study in question. As a result, we detected that our initial implementation 

was not scalable enough, reason why we are working now on improving it. 

5 Related Work 

Concerning prediction architectures where SOA and CEP are used,  R. 

Mousheimish et al. [7] propose one which is able to generate CEP rules for any per-

son, without the knowledge of a domain expert. The authors extend their work in [12], 

for an artworks transportation case study and use an additional framework to monitor 

relevant values and predict if they are going to take undesired values according to a 

previously specified Service Level Agreement. The main limitation of their proposals 

is that they do not take into account several inputs sources. 

Concerning proposals based on FIWARE, Fazio et al. [6] make use of FIWARE to 

design a real e-health remote patient monitoring architecture, which allow caregivers 

to improve remote assistance to patients at home. Wolfert et al. [4] describe how 

FIWARE has been applied to the smart farming domain, given support to tackle the 

data chain of big data applications: data capture, data storage, data transfer, data trans-

formation, data analytics and data marketing. Fernández et al. [5] have developed 

SmartPort, a FIWARE-based platform for sensor data monitoring in a seaport located 

in Gran Canaria, Spain. Comparing these proposals with our proposed work, most of 

them do not benefit from using the CEP technology and Cepheus component to auto-

matically detect meaningful patterns in real time; Fazio et al.’s one is an exception. In 

addition, they do not provide prediction mechanisms. 
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6 Evaluation Plan 

As could not be otherwise, during the development of the PhD, we will continuously 

review the literature related to the problem stated and the proposed solutions. 

On the other hand, we will carry out different experiments in different application 

domains to evaluate in an empirical way the performance of the proposed architecture 

and solution. Among others, we will go on with the air quality scenario. 

In this same line, we expect to test a system to detect air quality alerts with people 

suffering from all types of lung diseases in collaboration with Dr. Carmen Maza Or-

tega, a specialist in lung diseases at the Hospital Universitario de Puerto Real 

(Spain), where additional sources for information can be integrated in the system.  

7 Planned Timeline 

In this section we schedule the tasks to be performed during the thirty-six months 

expected for the development of the PhD, which we roughly identify between No-

vember 2017 and November 2020 (see Fig. 2). 

 

Fig. 2. Estimated timeline for the PhD 

Task 1. Reviewing literature related to problem statement and proposed solution. 

Task 2. Studying emerging and well-stablished technologies and tools for data pro-

cessing with the aim of detecting and predicting particular situations of interest. 

Task 3. Developing the proposed architecture according to previous tasks.  

Task 4. Evaluating the architecture through a case study in a relevant domain. 

Task 5. Facilitating the addition of new sources and formats. 

Task 6. Incorporating MEdit4CEP or an alternative tool in the architecture to per-

mit pattern and action graphical design and code generation and deployment. 

Task 7. Evaluating the proposed architecture thorough a real case study. 

Task 8. Writing and defending the PhD 

Task 9. Disseminating the research results in conferences and journals. 



6 

8 Conclusions 

We have outlined a starting PhD focused on providing real-time context-aware detec-

tion and prediction under the smart world demanding scenario. We envision a solution 

based on an ED-SOA in the cloud combining several cutting-edge technologies which 

will provide us with early context-aware notifications and predictions in a particular 

domain of application. The system envisioned is designed to be scalable and highly 

configurable, so that it can integrate an undefined and heterogeneous number of data 

sources. Moreover, the system will be easily applicable to several domains, and do-

main experts will be provided with a graphical modeling tool which will prevent them 

from coding and configuration issues, facilitating the architecture widespread use. 
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